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H2020 ELASTIC Quick Facts

 ELASTIC: A Software Architecture for Extreme-ScaLe Big-Data AnalyticS
in Fog CompuTing ECosystems

 H2020 RIA project (Dec-2018, May-2022)

 Website: https://elastic-project.eu/

 Coordinator: BSC, Spain

 Partners

“The ELASTIC project has received funding from the European Union's Horizon 2020 

research and innovation programme under the grant agreement No 825473”



Motivation

 Extreme-scale analytics are more and more a key enabling 
application for smart systems
◦ process huge amounts of heterogenous data, geographically 

dispersed, both on the fly and at rest

◦ necessity to fulfil non-functional properties inherited from the 
system (real-time, energy efficiency, communication quality or 
security)

 Providing the required computing capacity for extreme-
scale analytics is of paramount importance 
◦ dynamically manage resources as needed, guaranteeing 

required levels of service

◦ consider the full architecture of the system, from the Edge 
devices to cloud infrastructures
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Motivation

 Challenge: fulfil non-functional properties
◦ including real-time, energy-efficiency, quality of communications, security

◦ need to consider these in a holistic way, as they are interdependent 

 Challenge: limits of the existent elasticity concept
◦ in which cloud computing resources are orchestrated to provide maximum throughput

◦ does not take into account the computing resources located on the edge

◦ elasticity mainly focuses on system throughput, without taking into account the non-functional 
properties

 Need to manage resources to address these two challenges along the compute continuum, 
i.e., from the edge to the cloud
◦ paramount importance to take full benefit of extreme-scale analytics in smart systems, in industrial and 

societal environments 

◦ there are no known end-to-end solutions applied along the complete compute continuum
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ELASTIC Use-Case

Smart City use case
◦ Test and highlight the benefits of the ELASTIC Software 

architecture

1. Next Generation Autonomous Positioning (NGAP) 
and Advanced Driving Assistant System (ADAS)

2. Predictive maintenance

3. Interaction between the public and the private 
transport in the City of Florence

◦ Deployed on the Florence tramway network (Italy) with 
tram vehicles equipped with a variety of 
sensors/computing/network capabilities
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OpenMP 
[OMP] 

Open-source 

(OpenMP 

ARB) 

Parallel programming models to develop applications in 

parallel hardware architectures (including embedded ones). 

OpenMP implements a task and heterogeneous model for 
shared memory architectures featuring accelerators. CUDA 

is specialized for NVIDIA GPUs accelerators. 
CUDA 
[Cuda] 

Commercial 
NVIDIA 

Slip 

Stream 

Open-source 

(SIX) 

A multi-cloud and smart edge device management platform 

to deploy, monitor and manage applications in cloud envi-
ronments (public and private).  It supports the DMTF API 

to enable third party such as COMPSs to manage applica-

tions and resources (both VM and containers) in single and 

multi-cloud services. SlipStream is increasingly used to 
manage NuvlaBox in smart city applications. 

NuvlaBox 

Open-source/ 

Commercial 

(SIX) 

A smart and secured edge device solution that host applica-

tions inside VM and containers. It can be remote controlled 
via a connection over any IP network, from which operators 

can monitor and control a large deployment of smart edge 

devices. Remote functions include application deployment 

and update, and firmware and hosted applications update. 

EdgeX-

Foundry 
[EdgX] 

Open-source 

(Linux  
Foundation) 

An open framework for IoT edge computing, including an 

interoperability framework hosted within a hardware- and 

OS-agnostic reference software platform to enable an eco-
system of plug-and-play components to accelerate the 

deployment of IoT solutions. 

• Non-func-

tional 

analysis tools 

• Cloud and 

edge run-time 

services 

UpScale 

[Upsca] 

Open-Source 
(PSOCRATES 

Consortium) 

A Software Development Kit supported by the MPPA 

many-core hardware architecture to analyse the timing be-
haviour of parallel applications developed with OpenMP, 

based on knowledge extracted from the directives and 

comto create an initial configuration of the application. 

Linux Exten-
sions 

Open-source 
(GNU) 

The Linux operating system incorporates extensions to 
guarantee time and energy properties of applications, e.g., 

the SCHED_PREEMPT or the SCHED_DEADLINE ad-

dressing timing or the Energy-Aware Scheduling (EAS) 
framework addressing energy properties. 

SteelskinPEP 

(FIWARE) 

Open-source 

(GNU) 

A XACML Policy Enforcement Point (PEP) to work along 

with Keypass to restrict the access to the Platform 

Keypass 

(FIWARE) 

Open-source 

(Apache) 

A flexible multi-tenant XACML server with PAP (Policy 
Administration Point) and PDP (Policy Detention Point) ca-

pabilities, to manage roles and permissions in the platform I 

Keystone 

SCIM 

Open-source 

(Apache) 

An identity service (OpenStack Identity API) that provides 

Single Sign On (SSO) capabilities, covering both Authenti-

cation (AuthN) and RBAC Authorisation (AuthZ). 

 From lab to market: ELASTIC applied to the Florence tramway network  

We have carefully selected a realistic use-case 

from the smart mobility domain, upon which the 

ELASTIC software architecture capabilities will 

be tested and evaluated.  

Concretely, ELASTIC use case aims to enhance 

the Florence tramway network as well as its inter-

action with the private vehicle transportation in the 

area of the Metropolitan City of Florence (Italy). 

To do so, ELASTIC will efficiently process multi-

ple and heterogeneous streams of data coming 

from multiple IoT sensors located along the three 

lines of the tramway network, and the tram vehi-

cles, to extract valuable knowledge with extreme-

scale analytics, while fulfilling non-functional 
properties inherited by the tramway system, i.e. Figure 4. Florence tramway network 

Associated with document Ref. Ares(2018)5421719 - 22/10/2018

Florence Tramway network

Tram vehicle from the Florence 
Tramway network

City of Florence



ELASTIC Use-Case

 
D1.1 Use case requirement specification and definition    
Version 1.0  

12 

mobility supervisor, urban traffic control systems, etc.) and other networks (e.g. 
Internet, private cloud at PCC, etc.) that are relevant to the project can be configured 
at the PCC and/or though the aforementioned MAN, depending on user and/or 
systems requirements. Figure 5 shows the rack hosting the core components. 

 

Figure 5: Core components of the public access Wi-Fi network are hosted in a rack at 
the control centre. 

2.1.2 Backbone network 

The backbone network relies on a fibre optics ring, connecting the core and switches 
installed at each stop. The backbone network features a fail-safe configuration and is 
currently operated at 1 Gbps. The layout of the backbone network is shown below. 

 

Figure 6: A fibre optics ring connects the control centre and the stops. 

2.1.3 Access network 

The Wi-Fi access network supports the 802.11a/b/g/n protocols to enable 
connection of common user devices; to this end, a public SSID is published and users 
gain access to the Internet through a captive portal. Moreover, hidden SSIDs are 
configured on the network. A typical configuration of the access network comprises 
one or more access points connected to the LAN switch installed in the cabinet at the 
tramway stop. The typical layout of the access network at a single stop is shown 
below. 

Optic fiber
backbone

network ring 

GEST PCC
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2.1.4 Additional components 

While some components supporting the implementation of the use cases are already 
available at the site, some other edge and fog devices have to be added to enable all 
required functionalities. Hence, the existing network architecture along the first 
segment of the T1 light-rail line in Florence will be updated with a significant number 
of components and network devices. 

In order to implement the use cases, this network architecture shall be extended to 
support integration of different components (e.g. sensors, edge/fog computation 
and/or storage hardware, communication devices, etc.). The set of requirements and 
additional constraints set by the environment may result in a variety of physical 
setups for the deployment of field components. The actual setup will be defined 
better during design and implementation, taking different requirements and 
constraints into account. Nonetheless, it is already possible to envisage some 
possible setups, which are illustrated in the pictures below. 

(a) (b) 

  

Figure 9: Possible setups of the network architecture along the tramway line, with 
devices hosted a) in a remote cabinet (e.g. next traffic lights), or b) in a cabinet at the 

stop. 

Connection of edge devices (sensors and/or edge computing devices) relies on the 
wireless access network, upon which a (hidden) SSID dedicated to the ELASTIC 
system could be configured and linked to project-specific VLAN on the access 
network. 

Under some conditions, a set of devices might be connected to a local “edge 
network”, which is then connected to the access network through a wireless bridge 
(e.g. this might be the cases for devices hosted in/nearby a cabinet next to a traffic 
light); otherwise, single devices (e.g. a camera or a sensor on a light pole) could be 
connected directly to the wireless access network and others directly to the wired 
backbone network (e.g. a V2X base station and/or a fog computer, hosted in a 
cabinet at the stop). 

2.1.5 Networks between the fog nodes and the cloud platform  

The diagram below shows the interconnections between the tramway network and 
other relevant networks and or systems/components. As described above, the core 

Sensors
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of the network deployed along the first segment of the T1 tramway line is located at 
the control centre (PCC). 

Along with the core network components, the PCC datacentre hosts the different 
systems required by the tramway infrastructure, including the Urban Traffic Control 
(UTC) system in charge of controlling the traffic lights at intersections with the T1 
and T2 tramway lines. 

The PCC datacentre is interconnected to FLO’s datacenter through a fiber optics 
metropolitan area network (MAN), which enables interoperability between the UTC 
and the mobility supervisor, and, consequently, with other Inteligent Transportation 
Systems (ITS) components that interoperate with the supervisor. 

 

Figure 10: FLO, GEST, tramway, edge and cloud networks interconnections scheme. 

2.1.6 Additional components 

The use cases may take advantage of computing and storage facilities which are 
expected to be deployed within the ELASTIC project as part of the implementation of 
the fog/cloud architecture and will use Internet connection to access cloud services 

  

Tramway Stop

Infrastructure Sensors

Cameras

Traffic sensors

Probes at tramway traffic lights
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Figure 15 Transmission from/to onboard systems. 

2.3 Predictive maintenance and energy consumption  

As known, defective assets on the rail track represent a significant cause of hold-ups 
on most rail and tram networks, causing one third of delays and sometimes rail 
trams’ suspensions, thus impacting citizens’ expectations and the normal operation 
of cities. Therefore, it is fundamental to early collect symptoms associated to 
possible rail track wears, and thus to identify in advance what sort of intervention 
might be needed.  

The predictive maintenance application will monitor and record in real-time the rail 
track status and profile. Moreover, possibly exploiting cloud connections, these data 
can be enriched by spatially associating them to the detected obstacles during the 
previous tram runs on the same rail track positions, as ADAS-provided. In fact, such 
link might reveal a correlation between unexpected detected obstacles and rail track 
damages, as unexpected obstacles might have led to tram vehicle abrupt brakes and 
these latter representing a possible origin of the consumed rail track portions. These 
correlations have to be performed with ADAS-provided data collected after the last 
performed rail track maintenance activity and for a number of tram runs preceding 
the rail track status monitoring run. 
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installed at each stop. The backbone network features a fail-safe configuration and is 
currently operated at 1 Gbps. The layout of the backbone network is shown below. 
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2.1.3 Access network 

The Wi-Fi access network supports the 802.11a/b/g/n protocols to enable 
connection of common user devices; to this end, a public SSID is published and users 
gain access to the Internet through a captive portal. Moreover, hidden SSIDs are 
configured on the network. A typical configuration of the access network comprises 
one or more access points connected to the LAN switch installed in the cabinet at the 
tramway stop. The typical layout of the access network at a single stop is shown 
below. 



ELASTIC Concept

 ELASTIC software architecture takes into consideration a number of trade-offs 
◦ performance, precision/accuracy, non-functional system properties

◦ dynamic management of computation

 Edge devices may deliver the time-predictability needed to implement real-time functionalities 
◦ but do not provide sufficient computational power to run analytics 

◦ fast and time-predictable, but limited, precision algorithms will be deployed on the edge-side for data-
in-motion

 Cloud computing resources provide the computation capabilities to support complex analytics
◦ but communication delays may make systems unstable

◦ cloud resources will be used to run only accurate but costly models for the long-term refinement and 
global modelling

14/06/2019 9



ELASTIC Concept
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ELASTIC Concept
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D3.1 Software architecture requirements and integration plan  

Version 1.0  
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Data Router can bypass dataClay. In this case however, no distributed storage 
features will be included in the resultant software architecture. 

Overall, the principle behind this flexible ecosystem is to enable the creation of 
multiple instantiations of the ELASTIC software architecture to cover different 
requirements of the potential “users” of the ELASTIC technology. Moreover, this 
principle will facilitate the interoperability, portability, and scalability of the 
ELASTIC software components and so it will increase the potential exploitation 
opportunities in the near future. 

2.2 ELASTIC Software Components 

ELASTIC has carefully selected the software components that will form the ELASTIC 
ecosystem, prioritizing those owned by the ELASTIC partners or offered as open-
source with a large community behind. By doing so, we envision to reduce the time-
to-market and maximize exploitation opportunities of the ELASTIC ecosystem. Table 
1 identifies the set of software components that will be included in the ELASTIC 
ecosystem, the WP in which the component will be evaluated, the owner and the 
license.  

Table 1. ELASTIC Software Components. 

Software Component WP Owner License 

Distributed 
Data 

Analytics 
Platform 

COMPSs WP3 BSC Open-source 

Flink 

WP2 
Apache Software 

Foundation 

Open-source 

Spark Open-source 

Kafka Open-source 

Orchestrator COMPSs WP3 BSC Open-source 

NFR tool 
Static Analysis tools 

WP4 
ISEP Open-source 

Run-time analysis tools ISEP Open-source 

Hybrid Fog 
Computing 
Platform 

Nuvla/NuvlaBox 

WP5 

SixSQ Open-source 

KonnektBox IKL Proprietary 

dataClay BSC Open-source 

Kubernetes Linux Foundation Open-source 

Docker Docker Inc. Open-source 

 

In the next subsections, the software components are described in detail. Further 
details on components that belong to specific WPs may be found in the respective 
design/requirement document of the WP for the first phase of the project, i.e., 
within deliverables D2.5 [1], D4.2 [2], and D5.1 [3]. The COMPSs component is 
presented in this deliverable in Section 5. 

2.3 Distributed Data Analytics Platform 

This section describes the software components included in the ELASTIC software 
development ecosystem to implement data analytics applications. See Deliverable 
D2.5 [1] for further information. 

2.3.1 Map/Reduce and Task-based APIs 

The ELASTIC ecosystem will incorporate two well-known programming models 
capable of exploiting complementary forms of parallelism: Map/Reduce and Task-
based. 



ELASTIC Concept
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ELASTIC Resource Challenges
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H2020 AMPERE Quick Facts

 AMPERE: A Model-driven development framework for highly Parallel and EneRgy-Efficient  
computation supporting multi-criteria optimisation

 H2020 RIA project (Jan-2020, Dec-2022)

 Website: https://www.ampere-euproject.eu/

 Coordinator: BSC, Spain

 Partners

“The AMPERE project has received funding from the European Union's Horizon 2020 

research and innovation programme under the grant agreement No 871669”



Motivation

Sensors ActuatorsMDE
(e.g. CAPELLA, 

AMALTHEA, 
AUTOSAR)

Logic 
Controller 

Parallel Programming Models (PPM)

1. Mandatory for SW productivity in terms of 

• Programmability: Parallel abstraction while hiding HW complexities

• Portability: Compatibility multiple HW platforms

• Performance: Exploiting parallel capabilities of underlying HW

2. Efficiet offloading to HW acceleration devices for an energy-
efficient parallel execution

Gap between the MDE used for CPS and the PPM supported by parallel platforms

Run-time 
parallel

frameworks

Parallel 
Programming 

Models
(e.g. OpenMP, 

OpenCL, 
CUDA, COMPSs)

Parallel
Execution 

Model

Parallel Units

Parallel Untits

Parallel Units

Model Driven Engineering (MDE)

1. Construction of complex systems

2. Formal verification of functional and non-functional requirements
with composability features

3. Correct-by-construction paradigm by means of code generation

• Suitable only for single-core execution or with very limited multi-core support



Sensors ActuatorsMDE
(e.g. CAPELLA, 

AMALTHEA, 
AUTOSAR)

Logic 
Controller 

Run-time 
parallel

frameworks

Parallel 
Programming 

Models
(e.g. OpenMP, 

OpenCL, 
CUDA, COMPSs)

Parallel
Execution 

Model

Parallel Units

Parallel Untits

Parallel Units

Bridge the
gap

1. Synthesis methods for an efficient generation of 
parallel source code, while keeping non-
functional and composability guarantees

2. Run-time parallel frameworks that guarantee
system correctness and exploit the performance 
capabilities of parallel architectures

3. Integration of parallel frameworks into MDE 
frameworks

Motivation



AMPERE Use-cases

Obstacle Detection and Avoidance System (ODAS) 

ADAS functionalities based on data fusion coming from 
tram vehicle sensors

Predictive Cruise Control (PCC) 

Extends Adaptive Cruise Control (ACC) functionality by
calculating the vehicle’s future velocity curve using the
data from the electronic horizon

 Improve fuel efficiency (in cooperation with the
powertrain control) by configuring the driving strategy
based on data analytics and AI

[ICT-01-2019 AMPERE] - page 12 of 90 

The block diagram of the ODAS use-case is depicted in Figure 

4. The use-case incorporates two main subsystems: the Sensor 

Data Fusion (SDF) and the AI Analytics (AI) components.   

The SDF component will be in charge of collecting a large mass 

of raw data from the multiple advanced sensors installed in tram 

vehicle, i.e., optical and thermal cameras, radars and LiDARs 

(light detection and ranging). Cameras are a very good tool for 
classifying objects (rails, signs vehicle, people...) through deep 

learning technologies; LiDAR and radar are good at estimating 

the position of objects around the vehicle. Each of these sensors 

has advantages and disadvantages depending on the operational 

scenarios, environmental and lighting conditions. For instance, 

backscattering from snowflakes or water droplets are sources of unwanted detections in automotive LiDARs, and 
cameras show limited performances in adverse weather conditions such as fog or rain. Many of the previous con-

straints can be minimized using specific sensor techniques which, on the other hand, increase the sensor cost. Using 

sensor data-fusion machinery for having a common homographic view of the objects will increase the performance 

of the sensor system keeping the cost in a range suitable to the application target. The AI component will incorporate 
machine learning (e.g., SVM) and deep learning (e.g., CNN, RNN) algorithms to identify and track objects along the 

tramway infrastructure and extract knowledge that will be displayed to the tram driver.  

 The two components will be distributed and executed in a COTS parallel 

and heterogeneous platform installed on-board tram vehicles, featuring 
multi-core SoC with FPGAs, GPUs and dedicated AI accelerators such as 

TPUs, capable of accelerating large matrix operations and perform mixed-

precision matrix multiply and accumulate calculations in a single operation. 

Moreover, the platform will host multiple standard hardware interfaces to 
ease the integration of the system into a wide range of operation conditions. 

Finally, the constrained environment in which the computationally inten-

sive functionalities will execute, imposes the need of using energy-

efficiency platforms with power envelopes lower than 30W.  

The THALIT use case will be verified in a real transportation environment of the Florence tramway network. To do 

so, a set of tram vehicles operating on Florence tramway lines will be equipped with sensors and related processing 

devices in order to demonstrate the performance capabilities and the fulfilment of non-functional requirements of the 

AMPERE ecosystem. As a result, ODAS will implement functionalities with different criticality level in terms of 
functional safety and strict time constraints due to the real operation conditions with tram vehicles moving in an 

urban environment with traffic mixed with cars and pedestrians (see Figure 5). 

AMPERE Use Case Key Performance Indicators (KPIs) 

Table 2. Key Performance Indicators (KPI) of AMPERE use-cases. 

Use case KPI Measure 

Intelligent Pre-

dictive Cruise 

Control (PCC) 

(BOS) 

Satisfy the high computation demands of PCC algorithms while 

guaranteeing the safety properties of the powertrain control and 

ACC functionalities.  

High system utilization (> 

90%) with provable safety 

properties  

Maintain the functional properties of the PCC when integrating 

further synthetic applications, to demonstrate the compositional 

integration capabilities of the AMPERE ecosystem. 

Maintain exactly the same 

functional properties 

Providing a reduced development effort for integrating new 

functionalities in an existing system, by coupling the AMPERE 

ecosystem with existing automotive standards and tools. 

30% reduction of develop-

ment efforts 

Obstacle Detec-

tion and 

Avoidance Sys-

tem (ODAS) 

(THALIT) 

Reduce the development and integration costs of the ADAS 

functional critical software modules by employing the 

AMPERE ecosystem starting from the system design phase. 

< 20% of development 

and integration costs 

Improve the object detection capability and reduce the false 

alarms rate in critical environmental conditions (fog, rain, at 

night) by combining AMPERE with existing on-board systems.  

- > 20% objects detected  

- < 15% False alarms rate 

 

Reduce the energy needs of the ADAS component while retain-

ing functional safety targets according to the standards.  

> 20% reduction in com-

puting energy needs  

Figure 5: Tramway at Florence 
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Figure 4. Block diagram of the ODAS use-case. 



AMPERE Concept

Develop a novel software architecture capable of:

1. Capturing the component definition and non-
functional requirements for the system model 
and transform it to parallel constructs

2. Fulfillment of non-functional properties 
described in the CPSoS description
◦ Energy-efficiency, safety and cyber-security, real-time response, 

resiliency and fault-tolerance

3. Efficient usage of advance parallel and 
heterogeneous embedded architectures

Productivity
+ Programmability
+ Portability/Scalability
+ Performance

[ICT-01-2019 AMPERE] - page 10 of 90 

Operating 
systems 

It will incorporate multiple operating systems (OSs) running on 

both host and accelerators. The range of the available OSs will in-
clude at least a general-purpose OS (Linux) as well as a certified 

Real-Time OS (RTOS) like AUTOSAR-compliant ERIKA Enter-

prise, the industrial-grade RTOS developed by partner Evidence. 

The selected operating systems will be properly enhanced to in-
clude additional functionalities that will allow to reduce the overall 

energy consumption while meeting the rest of non-functional con-

straints to support an efficient parallel execution. 

Linux Open-source 

ERIKA En-
terprise 

Open-source 

& commer-

cial (EVI) 

Hypervi-

sors 

It will incorporate a safe and secure real-time hypervisor capable 

of running on the target architecture and managing accesses to 

hardware resources. The hypervisor will execute applications and 

selected OSs with the needed safety assurance and provide secure 
separation of allocated resources and computational resources. The 

hypervisor will be enhanced with new functionalities to efficiently 

control processor resources and efficiently host run-time libraries. 

PikeOS 
Proprietary 

(SYS) 

Figure 2 shows the software layers that form the 

AMPERE ecosystem and their relationship. It is im-
portant to remark that these software layers will be 

hidden to the end-user through the adoption of DSMLs 

and higher-level tools. 

With the objective of reducing the time-to-market and 

thus maximising exploitation opportunities, the 
AMPERE ecosystem will be based on already existing 

tools owned by AMPERE partners or IAB members 

(except GNU tools, which are open-source). In that re-

spect, the AMPERE consortium has been carefully 

built to cover all the required necessities to develop and 

execute dependable and physically-entangled systems 
on computing platforms composed of advanced en-

ergy-efficient and parallel heterogeneous 

architectures. AMPERE will enhance these tools (if 

needed) to incorporate the functionality required to 
successfully achieve project objectives and will be in-

tegrated in a standard off-the-shelf development 

environment as requested by use-cases.  

In that respect, AMPERE represents an excellent opportunity for tool vendors to incorporate the functionality needed 
to support energy-efficiency parallel heterogeneous computing into their portfolio offerings. If new components are 

needed, those from AMPERE partners or IAB will be prioritized; otherwise, open-source components will be selected 

if their license does not conflict with the other tools (Section 2.1.5 provides the preliminary licensing strategy of 

AMPERE). Moreover, AMPERE will develop a powerful interface among the different tools (based on XML or 

JSON) to facilitate its integration on the different development environments (supporting different parallel heteroge-

neous platforms). This has been identified as a fundamental mechanism of the AMPERE ecosystem for success 

exploitation after the end of the project.  

1.3.3 From Lab to Market: AMPERE use-cases 

The AMPERE ecosystem will be demonstrated in a relevant environment (TRL 5) by developing and executing two 

real-world use cases very close to production, integrating the AMPERE ecosystem conforming to the already existing 

targeted environment of use-cases (Table 2 presents the expected KPIs of each use case).  

Automotive use-case: Intelligent Predictive Cruise Control (PCC) (BOS) 

BOS will provide an intelligent Predictive Cruise Control (PCC) use case, as an example for the increasingly auton-
omous decision-making capabilities of advanced automotive systems. Figure 3 shows the overall system-of-systems 

in which an existing CPS is enhanced with a new CPS implementing a new advanced functionality. The use case 

consists of four components: the already existing Adaptive Cruise Control (ACC) and the powertrain control sub-

system, and the new advanced functionalities PCC and Traffic Sign Recognition (TSR) subsystem. 

Figure 2. Components that form the AMPERE ecosystem. 
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Operating 
systems 

It will incorporate multiple operating systems (OSs) running on 

both host and accelerators. The range of the available OSs will in-
clude at least a general-purpose OS (Linux) as well as a certified 

Real-Time OS (RTOS) like AUTOSAR-compliant ERIKA Enter-

prise, the industrial-grade RTOS developed by partner Evidence. 

The selected operating systems will be properly enhanced to in-
clude additional functionalities that will allow to reduce the overall 

energy consumption while meeting the rest of non-functional con-

straints to support an efficient parallel execution. 
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terprise 

Open-source 

& commer-
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Hypervi-

sors 

It will incorporate a safe and secure real-time hypervisor capable 

of running on the target architecture and managing accesses to 

hardware resources. The hypervisor will execute applications and 

selected OSs with the needed safety assurance and provide secure 
separation of allocated resources and computational resources. The 

hypervisor will be enhanced with new functionalities to efficiently 

control processor resources and efficiently host run-time libraries. 
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Run-time framework + 
OS + Hypervisor

Execution Profile

AMPERE Workflow Overview

Model

Platform
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• Accel. devices
• Cores/clusters
• Memory model
• Etc.
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• Performance
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Compiler
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AMPERE Resource Challenges

Timing

Design Code Gen

Analysis & Annotation (on the Metamodel)
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Execution
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System
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Time

Energy
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assign budgets and predict at 
runtime (based on performance 

counters)
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runtime (based on performance 

counters)

Challenge: Software redundancy 
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GPU
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Summary of research challenges

 Predictability and Performance
◦ Compute continuum
◦ Heterogenous platforms

 Multi-criteria optimization
◦ Time
◦ Energy
◦ Communication
◦ Security
◦ Reliability

 Vertical stack
◦ Model-driven development
◦ Parallel programming abstractions
◦ Resource allocation/reservation 
◦ Scheduling
◦ Monitoring
◦ Platforms



Challenges in Resource Management in the 
ELASTIC and AMPERE European Projects

CERCIRAS COST Act ion Workshop

September 2-3,  2021


