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Challenges in the fog computing ecosystem
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Software architecture

Massive & disperse data Heterogeneous computing infrastructures Heterogeneous networking
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ELASTIC Software Architecture
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Computation Distribution with COMPSs
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 Open-source framework for development and 
execution of applications over distributed 
infrastructures
 http://compss.bsc.es

Programming 
model

Runtime 
System

 “Sequential programming 
with parallel execution”

 Agnostic of the underlying 
infrastructure

http://compss.bsc.es/


def get_frame():
return get_next_frame_from_video()

def get_objects_from_frame(frame):
return yolo.detect(frame)

def tracker(list_objects):
return track(list_objects)

def collect_and_display(list_objects, frame):
for obj in list_objects:

display(obj, frame)

## Main function ##
while True:

frame = get_frame()
list_obj = get_objects_from_frame(frame)
for i in range(len(list_obj)):

list_obj[i] = tracker (list_obj)
collect_and_display (list_obj, frame)

@task(returns=numpy.ndarray)
def get_frame():

return get_next_frame_from_video()

@task(frame=IN, returns=list)
def get_objects_from_frame(frame):

return yolo.detect(frame)

@task(list_objects=IN)
def tracker(list_objects):

return track(list_objects)

@task(list_objects=IN, frame = IN)
def collect_and_display(list_objects, frame):

for obj in list_objects:
display(obj, frame)

## Main function ##
while True:

frame = get_frame()
list_obj = get_objects_from_frame(frame)
for i in range(len(list_obj)):

list_obj[i] = tracker (list_obj)
collect_and_display (list_obj, frame)

Application Example –

Task based programming
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 Write sequential code

 Annotate tasks to be distributed with @task 
and identify their dependencies

 COMPSs will create the task graph and 
distribute the tasks
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Application Example –

Distributed deployment
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Figure 7: Wi-Fi access points are connected to the LAN switch at each stop. 

The following pictures show the different possible locations for edge and/or fog 
devices, such as cabinets next to traffic lights (figure (a)), lighting poles (figure (b)) 
and cabinets at stops (figure (c)). 
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Figure 8: (a) Cabinet hosting devices next to the traffic lights; (b) a lighting pole 
hosting a Wi-Fi access point and a video camera; (c) cabinet at a stop. 

Access points feature a 1 Gbps copper LAN port with PoE output, enabling 
connection of further devices (e.g. sensors, cameras, etc.) – this could ease the 
installation of additional devices required for the implementation of the ELASTIC use 
cases. 

Edge site
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Cloud 

• COMPSs deploys workers 
across the compute 
continuum

• Runtime manages task 
distribution based on 
scheduling policy
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Application Example –

Real-time monitoring for non-functional 

requirement guarantees
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Figure 7: Wi-Fi access points are connected to the LAN switch at each stop. 

The following pictures show the different possible locations for edge and/or fog 
devices, such as cabinets next to traffic lights (figure (a)), lighting poles (figure (b)) 
and cabinets at stops (figure (c)). 
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Figure 8: (a) Cabinet hosting devices next to the traffic lights; (b) a lighting pole 
hosting a Wi-Fi access point and a video camera; (c) cabinet at a stop. 

Access points feature a 1 Gbps copper LAN port with PoE output, enabling 
connection of further devices (e.g. sensors, cameras, etc.) – this could ease the 
installation of additional devices required for the implementation of the ELASTIC use 
cases. 
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Real-time monitoring:
 CPU utilization
 Energy consumption
 Link quality
 Security

Alerts & 
recommendations

Rescheduling
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The ELASTIC Software Architecture
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 Elasticity

 Transparency for application programmer

 Real-time performance guarantees



www.elastic-project.eu

@elastic_EU www.linkedin.com/company/elastic-project

Stay Tuned!

elli.kartsakli@bsc.es


