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General Information

AI & BIG DATA CONGRESS, Eduardo Quiñones 1

§ ELASTIC: a software architecture for Extreme-scaLe big-data 
AnalyticS in fog compuTIng eCosystems

§ Under the scope of the H2020 call ICT-12-2018-2020: Big Data technologies and extreme-scale
analytics

§ 42 month project (starting Dec 2018); 6 million € budget



From Data to Real-time Knowledge
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Florence Air Pollution
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From Data to Real-time Knowledge
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Challenges:
1. Geographically distributed data 

sources with complex data analytics 
requirements, e.g., smart cities

2. Compute continuum infrastructure 
composed of edge and cloud resources

3. The fulfillment of non-functional
requirements inherited from the 
application domain: real-time, energy, 
communications and security
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A coordination of edge and 
cloud resources is needed!
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The Vision of ELASTIC
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1. Significantly increase the capabilities 
of the data analytics by distributing 
them across the compute continuum
§ Integrate both responsive data-in-

motion and latent data-at-rest analytics 
in a single complex workflow

2. Fulfill the non-functional properties 
inherit from the domain

3. Use advance parallel and energy-
efficiency embedded platforms at 
edge side
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Main Contribution: 
The ELASTIC Software Architecture
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1.Powerful API for the development of 
advanced data-analytics workflows, 
supported with a Distributed Data 
platform (DDAP)

2.Advanced orchestration methods
workflow scheduling and deployment

3.Non-functional analysis inherited from 
the cyber-physical domain

4.Fog-based platforms including
§ Cloud-based Container as a Service 

(Caas)
§ IoT cyber-secured communication
§ Advanced highly parallel and energy-

efficiency edge platforms

Workflow scheduler 
and deployment

Distributed Data-Analytics Platform (DDAP)

Non-Functional 
Requirement 

Analysis

Fog Platform
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Smart Mobility Use-Case

AI & BIG DATA CONGRESS, Eduardo Quiñones 8

§ Deployed on the Florence tramway network for 
testing the benefits of ELASTIC
§ Tram vehicles and infrastructure equipped with 

§ Advanced parallel edge processor platforms
§ V2X communication
§ Variety of sensors (cameras, radars/LIDAR, IMU)

§ Three smart mobility applications
1. Next Generation Autonomous Positioning (NGAP) 

and Advanced Driving Assistant System (ADAS)
2. Predictive maintenance
3. Interaction between the public and the private 

transport in the City of Florence

ICT-12-2018-2020: Big Data technologies and extreme-scale analytics 
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OpenMP 
[OMP] 

Open-source 
(OpenMP 

ARB) 

Parallel programming models to develop applications in 
parallel hardware architectures (including embedded ones). 
OpenMP implements a task and heterogeneous model for 
shared memory architectures featuring accelerators. CUDA 
is specialized for NVIDIA GPUs accelerators. 

CUDA 
[Cuda] 

Commercial 
NVIDIA 

Slip 
Stream 

Open-source 
(SIX) 

A multi-cloud and smart edge device management platform 
to deploy, monitor and manage applications in cloud envi-
ronments (public and private).  It supports the DMTF API 
to enable third party such as COMPSs to manage applica-
tions and resources (both VM and containers) in single and 
multi-cloud services. SlipStream is increasingly used to 
manage NuvlaBox in smart city applications. 

NuvlaBox 
Open-source/ 
Commercial 

(SIX) 

A smart and secured edge device solution that host applica-
tions inside VM and containers. It can be remote controlled 
via a connection over any IP network, from which operators 
can monitor and control a large deployment of smart edge 
devices. Remote functions include application deployment 
and update, and firmware and hosted applications update. 

EdgeX-
Foundry 
[EdgX] 

Open-source 
(Linux  

Foundation) 

An open framework for IoT edge computing, including an 
interoperability framework hosted within a hardware- and 
OS-agnostic reference software platform to enable an eco-
system of plug-and-play components to accelerate the 
deployment of IoT solutions. 

• Non-func-
tional 
analysis tools 

• Cloud and 
edge run-time 
services 

UpScale 
[Upsca] 

Open-Source 
(PSOCRATES 
Consortium) 

A Software Development Kit supported by the MPPA 
many-core hardware architecture to analyse the timing be-
haviour of parallel applications developed with OpenMP, 
based on knowledge extracted from the directives and 
comto create an initial configuration of the application. 

Linux Exten-
sions 

Open-source 
(GNU) 

The Linux operating system incorporates extensions to 
guarantee time and energy properties of applications, e.g., 
the SCHED_PREEMPT or the SCHED_DEADLINE ad-
dressing timing or the Energy-Aware Scheduling (EAS) 
framework addressing energy properties. 

SteelskinPEP 
(FIWARE) 

Open-source 
(GNU) 

A XACML Policy Enforcement Point (PEP) to work along 
with Keypass to restrict the access to the Platform 

Keypass 
(FIWARE) 

Open-source 
(Apache) 

A flexible multi-tenant XACML server with PAP (Policy 
Administration Point) and PDP (Policy Detention Point) ca-
pabilities, to manage roles and permissions in the platform I 

Keystone 
SCIM 

Open-source 
(Apache) 

An identity service (OpenStack Identity API) that provides 
Single Sign On (SSO) capabilities, covering both Authenti-
cation (AuthN) and RBAC Authorisation (AuthZ). 

 From lab to market: ELASTIC applied to the Florence tramway network  
We have carefully selected a realistic use-case 
from the smart mobility domain, upon which the 
ELASTIC software architecture capabilities will 
be tested and evaluated.  
Concretely, ELASTIC use case aims to enhance 
the Florence tramway network as well as its inter-
action with the private vehicle transportation in the 
area of the Metropolitan City of Florence (Italy). 
To do so, ELASTIC will efficiently process multi-
ple and heterogeneous streams of data coming 
from multiple IoT sensors located along the three 
lines of the tramway network, and the tram vehi-
cles, to extract valuable knowledge with extreme-
scale analytics, while fulfilling non-functional 
properties inherited by the tramway system, i.e. Figure 4. Florence tramway network 

Associated with document Ref. Ares(2018)5421719 - 22/10/2018



Smart Mobility Use-Case: 
Data-Analytics Workflow
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1. Sensor fusion
2. Tram position
3. Object recognition
4. UTC/Supervisor consolidation
5. Data fusion
6. Data aggregation 
7. Dashboard
8. Hazard detection
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mobility supervisor, urban traffic control systems, etc.) and other networks (e.g. 
Internet, private cloud at PCC, etc.) that are relevant to the project can be configured 
at the PCC and/or though the aforementioned MAN, depending on user and/or 
systems requirements. Figure 5 shows the rack hosting the core components. 

 
Figure 5: Core components of the public access Wi-Fi network are hosted in a rack at 

the control centre. 

2.1.2 Backbone network 

The backbone network relies on a fibre optics ring, connecting the core and switches 
installed at each stop. The backbone network features a fail-safe configuration and is 
currently operated at 1 Gbps. The layout of the backbone network is shown below. 

 
Figure 6: A fibre optics ring connects the control centre and the stops. 

2.1.3 Access network 

The Wi-Fi access network supports the 802.11a/b/g/n protocols to enable 
connection of common user devices; to this end, a public SSID is published and users 
gain access to the Internet through a captive portal. Moreover, hidden SSIDs are 
configured on the network. A typical configuration of the access network comprises 
one or more access points connected to the LAN switch installed in the cabinet at the 
tramway stop. The typical layout of the access network at a single stop is shown 
below. 
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Figure 7: Wi-Fi access points are connected to the LAN switch at each stop. 

The following pictures show the different possible locations for edge and/or fog 
devices, such as cabinets next to traffic lights (figure (a)), lighting poles (figure (b)) 
and cabinets at stops (figure (c)). 

(a)  

 

 

(b) 

 

                                     (c)  

Figure 8: (a) Cabinet hosting devices next to the traffic lights; (b) a lighting pole 
hosting a Wi-Fi access point and a video camera; (c) cabinet at a stop. 

Access points feature a 1 Gbps copper LAN port with PoE output, enabling 
connection of further devices (e.g. sensors, cameras, etc.) – this could ease the 
installation of additional devices required for the implementation of the ELASTIC use 
cases. 
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Conclusions
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1. ELASTIC aims to develop a novel software architecture with the 
following capabilities:
§ Increase data analytics capabilities by efficiently combine data-in-motion and data-

at-rest analytics into complex workflows
§ Increase the development and deployment productivity of systems requiring data-

analytics 
§ Guarantee the non-functional requirements inherited from the domain

2. ELASTIC is applying the software architecture to develop a distributed 
sensing/computing infrastructure within the Florence tramway network 
for advanced urban mobility applications



www.elastic-project.eu

@elastic_EU www.linkedin.com/company/elastic-project

Stay Tuned!
eduardo.quinones@bsc.es


